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Abstract—This study used the LabView FPGA to implement the Reed-Solomon codes (R-S code) on the NI SDR PXIe-5641R FPGA module. Besides providing a detailed discussion on the encoding and decoding mechanism of R-S code, this study completed software simulation and hardware verification of R-S (31, 15, 8) code. When the error probability is $10^{-4}$, the coding gain of R-S (31, 15, 8) using $m = 8$ can be up to 2dB. Compared to the R-S (31, 15, 17) code using $m = 5$ [10], when the $E_b/N_0$ is fixed at 5dB, the error probability of is $10^{-2}$; and the error probability in this article is $10^{-3}$, indicating that the R-S (31, 15, 8) implemented in this study has better correction capacity.
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I. INTRODUCTION

Forward error correction (FEC) schemes, different from the source coding for data compression, ensure the correctness of transmission data by restoring the destroyed data. It can be classified into block code and convolution code. Reed-Solomon code is a kind of block code [1] [2]. In December 1958, I. S. Reed and G. Solomon [3] [4] completed in M.I.T Lincoln Laboratory the “polynomial code in the finite field”. The advantages of R-S code include its effective resistance to packet data loss during the network transmission process and its excellent error correction capability. Its disadvantage is the need to use large Galois Field (GF) to establish the long R-S code [5] [6]. Larger number of bits in symbol will result in greater order of power in the information polynomial and higher complexity level of decoding calculation. The algebraic decoding method is commonly used in decoding process [7] [8]. This study used the algebraic BMA algorithm [9] for decoding computation. The error probability was compared with that in Ref. [10], and the LabView simulation was compared with the implementation in LabView FPGA to analyze the effectiveness.

The SDR system used in this study is composed of modules including controller (NI PXIe-8106), transceiver (5641R), down-converter (5600), up-converter (5610). 5641R is an IF transceiver of bandwidth at 20 MHz equipped with DSP optimized Xilinx Virtex-5 SX95T FPGA with IF frequency input and output interface that can be interfaced with analog up and down converter to capture and generate RF signals. The FPGA interface card can be programmed through LabView FPGA to execute complex modulation and signal processing of the hardware.

II. REED-SOLOMON CODES (31, 15, 8) DESIGN PRINCIPLES

A. Reed-Solomon Codes encoding

Reed-Solomon codes are non-binary cyclic codes with symbols made up of m-bit sequences, where m is any positive integer having a value greater than 2.
All the symbols of the m = 8 R-S codes generated by the primitive polynomial \( p(x) = x^8 + x^4 + x^3 + x^2 + 1 \) is shown in Table I.

In general, Reed-Solomon codes can be expressed as R-S \((n, k, t)\) codes, where \( n \) is the total number of code symbols in the encoded block, \( k \) is the number of data symbols being encoded, \( t \) is the symbol-error correcting capability of the code, and \( n - k = 2t \) is the number of parity symbols. The code minimum distance is given by \( d_{\text{min}} = 2t + 1 \). For \( m = 8 \), the codeword length \( n = 2^m - 1 = 255 \), parity symbols \( 2t = n - k = 239 \), code minimum distance, \( d_{\text{min}} = 2t + 1 = 17 \).

**Fig. 1.** R-S code bit architecture SEM

Fig. 1 shows the R-S code structural diagram. The decoding and encoding require 256 GF elements, which can be directly produced by a table circuit. Each codeword block, consisting of source information, \( V(x) \) and protective symbols, is known as the parity check messages, \( P(x) \). The generating polynomial \( g(x) \) produced according to the number of correcting symbol, \( t \), can be represented as \( g(x) = (x + \alpha)(x + \alpha^2) \ldots (x + \alpha^{2t}) \); as \( t = 8 \) in this study, \( g(x) = (x + \alpha^1)(x + \alpha^2) \ldots (x + \alpha^{16}) \). The encoding is to acquire the residual, \( P(x) \), of the long division of \( V(x) \) and \( g(x) \). In order to ensure that the sum of \( V(x) \) and \( P(x) \) can be divided by \( g(x) \) without remainder, the order of \( V(x) \) should be increased. The encoding equation is as shown in (1):

\[
\text{Codewords} = x^{2t} \cdot V(x) + \left\{ V(x) \cdot x^{2t} \right\} \mod g(x) \quad (1)
\]

This paper implements an R-S \((31, 15, 8)\) encoder. The design process is as follows: establish GF\((2^m)\) table (Table I), calculate the coefficients of generating polynomial \( g(x) \), and calculate the modules by dividing \( g(x) \) shown as Fig. 2.

**Fig. 2.** Reed-Solomon Encoder

### B. Reed-Solomon Codes decoding

Some of the codeword will result in error during the transmission process; the received message symbol will be different from the original sending message. In order to identify the locations and values of the error symbols, the process is as follows: syndrome calculator, error location by Chien search algorithm, error values of relevant location using the Forney algorithm. The complete R-S code decoding flowchart is shown in Fig. 3.

![Reed-Solomon Encoder](image)

**Fig. 3.** R-S code decoding process diagram

First, upon receiving the message, Syndrome calculator reveals whether the message contains any error. If syndrome is zero, it means that the message is correct. Syndrome calculator divides the received message by generating polynomial, and it is equivalent to input all the factors of \( g(x) \) including \( \alpha, \alpha^2 \ldots \alpha^{2t} \) into \( r(x) \). If the calculation result is zero, it means that there is no error. The Syndrome calculator is shown in (2):

\[
S_i = r(\alpha^i) = \sum_{j=0}^{2t} r_j (\alpha^j) \quad 1 \leq i \leq 2t \quad (2)
\]

The calculation of error polynomial is the core processing of the entire Reed-Solomon Coding. The BMA algorithm (Berlekamp-Massey Algorithm) uses repeated iterated calculation to calculate the correction polynomial as shown in (3). \( \Lambda^k \) is the correction polynomial, \( k \) is the times of iteration, \( \Delta^i \) is the Delta polynomial.

\[
\sigma(x) = \Lambda^k(x) = \Lambda^{k-1}(x) - \Delta^i T^i(x) \quad (3)
\]
Chien search then is to find out all the locations of the error symbols by putting all \( \alpha^{-i} \) (\( i = 0 \) to 20) into the error location polynomial, \( \sigma(x) \). If the result is zero, it indicates that \( \alpha^{-i} \) is the root of the error location equation \( \sigma(x) = 0 \), the value of \( i \) represents the location of the error symbol of the received message polynomial \( r(x) \). Combining the syndrome polynomial and error location polynomial, we define a key equation, \( \Omega(x) \), as shown in (4).

\[
\Omega(x) = [\sigma(x) \cdot S(x)] \mod X^{2^t} = \sum_{i=0}^{2^t-1} \Omega_i X^{-i} \quad (4)
\]

By Forney equation (4), dividing the first order differentials of \( \sigma(x) \), we can get the error vector \( E(x) \) (5). Finally, according to the error vector \( E(x) \), we can correct the values of the error symbols at the error locations indicated by Chien search method to restore the original accurate message.

\[
E_i = \frac{\Omega_i(\alpha^{-i})}{\alpha^{-i} \cdot \sigma'(\alpha^{-i})} = \frac{\Omega_i(\alpha^{-i})}{\alpha^{-i} \cdot \sigma_{odd}(\alpha^{-i})} \quad (5)
\]

III. IMPLEMENTATION OF REED-SOLOMON CODES (31, 15, 8)

The encoding part establishes the primitive polynomial table to set the parameters. R-S decoding program contains sub-programs of the four steps of syndrome, error location, Chien search and Forney algorithm. The error location uses the BMA algorithm and Chien search are the most complex. In programming the calculation process, the script file should be broken into a few sub-programs separately for the application in BMA algorithm. Chien search works along with the final Forney algorithm program. As it may take up large amount of hard disc space, the Boolean elements are generated by programs to comply with its characteristics.

The sub-programs are completed and summarized as shown in Fig. 4. Coupled with some judgment and control pins, the entire decoding can be executed. During the decoding process, after executing a block, the program needs to be reset to enter into next block, thus, the program needs to make automatic judgment. The decoding sequence is syndrome value, BMA, Chien search and Forney algorithm.

IV. SOFTWARE VERIFICATION OF REED-SOLOMON CODES

The error performance of R-S codes of (31, 15, 8) with BPSK modulation in AWGN environment is shown in Fig. 5. When the error probability is \( 10^{-4} \), the R-S (31, 15, 8) coding gain can be up to 2dB.

Regarding the R-S (31, 15, 17) codes used by Lin, 17 is \( d_{min} = 2t + 1 \), therefore, \( t = 8 \) and the R-S (31, 15, 8) in this study are the same codes. However, \( m = 5 \), it indicating that a symbol contains that is consisted of 5 bits and can correct 40 error bits; while can be corrected. The method proposed in this study can correct 64 error bits. If the \( E_b/N_0 \) is kept at 5 dB in the same AWGN channel environment, the error probability of R-S (31, 15, 8) is about \( 10^{-3} \) (blue solid square), and the error probability of R-S (31, 15, 17) is about \( 10^{-2} \) (the green circle) [10], it means the error probability of R-S (31, 15, 8) is lower than that of R-S (31, 15, 17) by about \( 10^{-1} \) at the same transmission power.

![Figure 5. Reed-Solomon Codes (31, 15, 8) error probability performance analysis.](image)

V. CONCLUSIONS

![Figure 6. Reed-Solomon Code (31, 15, 8) decoder compilation status](image)
The LabView FPGA compilation status of Reed-Solomon code (31, 15, 8) of this study is shown in Fig. 6. The program performance is compared with the Reed-Solomon OTN (Optical Transport Network) Decoder [11] shown in Fig. 7.

<table>
<thead>
<tr>
<th>Blocks</th>
<th>Total Available</th>
<th>32 RS</th>
<th>16 RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUTs</td>
<td>44,800</td>
<td>18,383</td>
<td>12,270</td>
</tr>
<tr>
<td>Registers</td>
<td>44,800</td>
<td>35,144</td>
<td>23,991</td>
</tr>
<tr>
<td>Block Memory</td>
<td>148</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Response Time</td>
<td>-</td>
<td>5 ms</td>
<td>5.1 ms</td>
</tr>
</tbody>
</table>

Figure 7. Reed-Solomon OTN decoder compilation status

16 RS represents the decoding hardware architecture contained sixteen BMA, sixteen error locator and sixteen error evaluator blocks. These blocks are usually to occupy a lot of hardware space. Compared with 32 RS decoding hardware architecture, LUTs (Look-Up Table) is 14% reduced (for 16 RS 27.3% and 32 RS 41.0%), Registers is 25% down (for 16 RS 53.3% and 32 RS 78.4%). Nevertheless, the LUTs is 1.5% and Registers is 1.3% for R-S (31, 15, 8) studied in this paper. But in processing clock rate, Reed-Solomon OTN Decoder [11] is 166 MHz, which is a little bit higher than the 161 MHz of R-S (31, 15, 8) code.
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Abstract—In this paper, a utility-based load distribution approach is introduced for relieving congestion at certain popular spaces within the network. Congestion-indication signals are provided for suggesting users to select APs in response to network load conditions. The heavier traffic load an AP has, the lower utility each associated user gains. Hence, the users incentivize themselves to associate to less congested APs. The effectiveness of the algorithm on improving the degree of load balance is evaluated using simulations. Simulation results show that the proposed algorithm achieves greater balance and higher resource utilization when compared with the best existing algorithms.

I. INTRODUCTION

In dense metropolitan areas, it is often the case that a user can detect several APs simultaneously. However, users tend to associate themselves to the AP that has the strongest Received Signal Strength Indicator (RSSI). A key consequence of these behaviors is that the traffic load is often distributed unevenly among the APs [1], [2], [3], [4].

To address this problem, a utility-based load distribution approach is introduced and analyzed. It is assumed that APs deployed by different businesses are able to select to join into a federated network. A Central Aggregation Server (CAS) is deployed in the federated network to maintain network status by periodically collecting the load level at each AP. The CAS receives the request from each user and helps to find APs that can accommodate the service request [5].

To be specific, the mission of CAS is to help identifying two candidate APs (if exist) for each user: (i) a candidate AP whose service could be provided in place (hereafter termed local candidate); and (ii) a candidate AP somewhere else whose service could be provided for the user while requiring user's physical roaming (hereafter termed remote candidate).

The proposed algorithm trades off signal strength with load by suggesting a user to change the association from an overloaded AP with stronger signal (i) to a lightly loaded local candidate with possibly weaker signal; or (ii) to a lightly loaded remote candidate whose service is provided requiring user's physical roaming.

The heavier traffic load the AP has, the lower utility each associated user gains. Hence, the users incentivize themselves to associate to less congested APs.

II. RELATED WORK

The studies [6], [7], [8], [9] focus on using per-flow resource-based admission control combined with prioritized data transmission for real-time traffic, thus improving user's QoS within a single cell in the network. The main drawback of these approaches is that the dynamics of traffic load, in terms of both time of a day and location [10], are not sufficiently considered. Hence, that the traffic load still tends to be distributed unevenly among the APs and the QoS cannot be guaranteed very well at heavily loaded APs.

As studied in work [11], [12], [13], the load imbalance problem can be alleviated by balancing the load among the APs via intelligently selecting the user-AP association. The authors suggest adding load information, such as the packet loss rate, the throughput, the retransmission probability or the airtime cost [13], to the beacon frames. Users should use this information in addition to the signal strength to select the APs. Although we agree that these approaches show nice features, we think that there are two drawbacks to overcome: (i) these approaches distribute users only across available overlapping cells, hence that the load could be only locally balanced; and (ii) due to the lack of inter-operability between APs deployed by different businesses, the APs do not cooperate to balance the load across the network.

In [14], authors focus on distributing traffic load within the network using a centralized approach. A centralized server is deployed to monitor the bandwidth allocation in the entire network. The centralized server then helps to identify an AP where an incoming user's QoS bound (i.e., a minimum and
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Abstract—In this study, a new approach is used to automatically detect the infected pomegranates. In the development of automatic grading and sorting system for pomegranate, critical part is detection of infection. Color texture feature analysis is used for detection of surface defects on pomegranates. Acquired image is initially cropped and then transformed into HSI color space, which is further used for generating SGDM matrix. Total 18 texture features were computed for hue (H), saturation (S) and intensity (I) images from each cropped samples. Best features were used as an input to Support Vector Machine (SVM) classifier and tests were performed to identify best classification model. Out of selected texture features, features showing optimal results were cluster shade (99.8835%), product moment (99.8835%) and mean intensity (99.8059%).
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I. INTRODUCTION

The pomegranate (Punica granatum) is a fruit-bearing deciduous shrub or small tree that grows to between five and eight metres tall and is best suited to climates where winters are cool and summers are hot. The pomegranate is thought to have been first cultivated 5 to 6,000 years ago and is native to the regions from Iran through to north India. It is now widely cultivated throughout Eastern Europe, Asia and the USA, the main areas of world production being in India, Iran, Spain and California. Pomegranates can be consumed as fresh fruit or used in fruit juices, teas, pharmaceutical and medicinal products and in dyes or as decoration. There are several different varieties of pomegranate recognised in Iran alone and even more globally, some of the cultivars that have the greatest impact are ‘Molber’, ‘Ahmar’, ‘Bhagawa’, ‘Hicazari’ and ‘Dente di cavallo’. Globally, it is estimated that total production amounts to around 2,000,000 tonnes, of which India produces approximately 50% in the states of Maharashtra and Andhra Pradesh. Iran is the second largest, producing around 35% of global production. Spain produces around 2.5% and the USA has around 10,000ha under production. This study centres at developing a method to detect infected pomegranate using color texture features. The various steps involved for development of database of features are summarized in figure 1 below:

![Diagram of process](Image)

II. LITERATURE REVIEW

Thomas J. Burks et al (2009) [1] demonstrated that color imaging and texture feature analysis could be used for classifying citrus peel diseases under the controlled laboratory lighting conditions. The present work is an extension of that research, providing a feasibility analysis of the technology in classification of infected pomegranates. Edwards and Sweet (1985) [2] used reflectance spectra of the entire citrus plant for estimating the damage caused due to citrus blight. Hetal Patel et al (2011) [3] designed the algorithm aiming at calculation of different weights for features like intensity, color, orientation and edge of the test image. S.Arivazhagan et al (2010) [4] used computer vision strategy to recognize a fruit...
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